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Abstract— Developments over the last decade in the use of AI 

in tax administration have been nothing short of outstanding. 

Not only are taxpayers increasingly making use of automated 

systems in tax compliance, but perhaps more importantly, tax 
enforcement is increasingly reliant on new technologies as 

compliance-enhancing and fraud-prevention tools. However, 

whilst the use of AI brings very significant advantages to both 

the efficiency and the equity of tax systems, it also carries 

important risks. This paper identifies the development of a new 

AI fallacy within the tax policy sphere, namely that of 

unconstrained success: that the use of AI in tax compliance and 

enforcement can compensate for the deficiencies of the tax law. 
This paper considers the rationale behind the development of 

this fallacy, in particular the political and institutional dynamics 

involved in the approval of new tax legislation. It concludes that, 

maximising the benefits of the use of AI in tax compliance and 

enforcement requires departure from this fallacy, and the 

recognition of the wider dynamics of the tax policy-

administration symbiosis. 

 

 

I. INTRODUCTION 

As it is often the case, it all started with tax law.  Whilst 

today AI is used in many areas of law enforcement [1], the  

earliest best-known example of this use was the Taxman [2], 

an early-days AI system applied to corporate tax law 

enforcement, and sometimes referred to as “the father of 

AI and  law” [3]. The use of AI-based technologies in tax 

compliance and   enforcement, therefore, dates back to the 

1970s [4], in the initial stages of AI, w hen tax law was 

regarded as particularly suitable for exploring its 

possibilities.  This initial perception continued for the next 

decades, and between the 1970s and the 1990s, many more 

AI solutions were developed, focussing specifically on tax 

law [5].  

It is undeniable, however, that the latest decade has been 

a time of unprecedented change in the use of AI in tax 

administration [6]. Not only are taxpayers  increasingly 

making use of automated systems in tax   compliance [7]; 

but perhaps more importantly, tax administrations are also 

increasingly reliant on new technologies as compliance-

enhancing tools [8].  A recent OECD survey indicated that, in 

the 59 countries surveyed, more than 90 percent of business 

taxpayers were filing their returns electronically; 50 percent 

of tax administrations used digital assistants such as 

“chatbots”; more than 80 percent were using risk management 

analytical tools; and close to 75 percent used cutting-edge big 

data techniques [9].  Such rapid technological growth –which, 
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to a large extent, mirrors the general growth in the use of AI in 

the public sphere [10] – is, however, bound to raise concerns.  

Although, initially anxieties over the developments in robotics 

focussed primarily on their impact on tax revenues [11], and 

their impact on tax administrations had gone largely unnoticed, 

this has changed in recent years with increased attention given 

to their (unintended) consequences. 

In what follows, we provide a critical assessment of the 

impact of AI and robotics in tax administration.  In Section II, 

we consider the extraordinary growth of AI in tax 

administrations, and their many advantages as compliance-

enhancement tools. In Section III, drawing insights from public 

law and regulatory theory, we discuss the risks of using AI in 

tax enforcement, both from a generally regulatory perspective, 

and from a tax law-specific perspective. We then identify a new 

AI fallacy, namely that of unconstrained success, and consider 

the wider political and institutional dynamics that lead to its 

development.  We conclude, in Section IV, that: (i) whilst the 

use of AI in tax administration has (very) significant 

advantages, it carries significant risks and limitations, and in 

particular it cannot compensate for deficient legal design; and 

(ii) maximising the benefits of the use of AI in tax 

administration requires the recognition of symbiotic nature of 

tax policy and tax administration. 

 

II. THE GROWTH OF AI IN TAX ADMINISTRATION 

Whilst AI systems have been used for tax administration 

purposes since the 1970s, until recently, their usage was 

relatively restricted to specific functions, in a limited number 

of countries.  The generalised use of AI at a global scale 

arguably started in the 1980s, with the digitalisation of tax 

compliance, such as electronic invoices and e-tax returns, but 

it was only in the 2010s that the use of sophisticated AI by tax 

administrations spread [12]. 

The use of AI in tax administration is now, not only 
pervasive but also diverse. Whilst there are many different AI 
tools in use globally, some of the most significant – and 
controversial – can be divided into three main types, as follows: 

risk assessment tools, real-time technology, and compliance 
assistance technology. The first two types can be broadly 
characterised as negative incentives to compliance, or anti-

fraud mechanisms, the third as positive incentives to tax 
compliance, or compliance-enhancing mechanisms.  

Risk assessment analytical tools have spread throughout the 

world [13]. Some of these tools focus on identification of high-
risk taxpayers, including through big data sourcing and 
profiling, such as the Italian’s FALCO system, or the Dutch 
XENON robot [14].  Others are aimed at improving the 

effectiveness of tax audits, known as computer-assisted audit 
tools and techniques (CAATTs), which have been 
implemented by several countries, including Australia, Finland, 

Germany, Indonesia and the US [15]. Further proposals 
concerning the application of AI to tackle international tax 
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avoidance [16], and the development of AI systems that draws 
on big data to detect behaviour that may be hard for human 

inspectors to spot [17], have also been put forward. 
One of the most promising – but also more intrusive –  AI 

developments is real-time technology: the electronic matching-
up of invoices in a data-warehouse, in real-time, so as to 

identify fraud and/or prevent it from ever taking place [18]. 
The process of matching-up invoices was not new, and indeed 
had been in place in South Korea since 1976, but AI proved 

crucial in overcoming running administrative and compliance 
costs [19]. In 2010, Israel successfully implemented a new 
online system, under which all invoice matching would be done 

electronically at a massive data- warehouse, followed by 
Portugal and Russia [20], and more recently Slovenia [21]. 

Compliance assistance technology is another area of 
significant growth in AI usage. Robots capable of performing 

tax compliance tasks, such as Turbotax, have already been 
developing for some years [22], and  are likely to increase in the 
coming years [23]. Whilst tax compliance AI is often provided 

by private entities, its usage has been often encouraged by some 
tax administrations, with governments increasingly rely on AI 
to help the public understand and apply the law [24].  More 

recently, new AI-based predictors of tax law cases have also 
started appearing on the market, and increasingly being used by 
both taxpayers and tax administrations alike [25].  

This outstanding growth of AI in tax administration can be 

attributed to a range of factors.  First, the financial crisis over a 
decade ago sparked a period of renewed focus on tackling tax 
fraud, and non-compliance more generally.  When faced with 

public finance pressures – namely the need to increase revenues, 
and minimise expenditure – many countries felt that improving 
tax enforcement and compliance was a politically easier – and 

importantly, also fairer – way of increasing revenues [26]. 
Second, human resources are expensive, and tax 

administrations are often underfunded [27]. Pressure to 
improve tax compliance rates, is often coupled with drive to 

apply a cost-benefit analysis to tax administration, and an 
evaluation of enforcement elasticities: which administrative 
actions would result in the most revenue, at the lowest 

possible cost [28]. This approach to tax enforcement had some 
– perhaps unforeseen – effects, namely the development of a 
selective approach to tax enforcement, solely based on a 

revenue maximisation criterion [29]; but it also gave a strong 
impetus to AI implementation. An effective tool to increase 
revenues, with (comparatively) small administrative costs.   
Indeed, the probability of job automation for tax auditors and 

revenue agents has been estimated at 93 percent [30] 
Third, AI systems have proved extremely effective as 

compliance enhancing tools [31].  Not only are they effective 

in combating fraud – including newer practices themselves 

enabled by the digital economy [32] – but they are also 

effective in decreasing other forms of non-compliance, such 

as negligence or error [33].  Various new studies applying 

behavioural science to tax enforcement have shown how a 

significant part of non-compliance is non-intentional, so that 

removal of compliance frictions or small compliance nudges 

can have a significant impact [34]. It is therefore unspringing 

that, by facilitating compliance, AI can have a very 

significant impact on enforcement. 

Finally, there is now also evidence of non-negligible 

spillover effects.  In particular, well-designed AI can 

decrease two of the key downsides of tax administrative 

discretion [35], namely susceptibility to human cognitive 

biases and to noise, and opportunities for corruption.  There is 

now consistent evidence to indicate that both cognitive biases 

and noise – the unwanted variability in judgments – are 

pervasive in administrative adjudication [36]. AI eliminate 

noise, which is a source of unequal treatment, and can 

counteract biases, if carefully designed. There is also evidence 

that AI decreases the scope for corruption [37]. 

Overall, the use of AI in tax administration is likely to be a 

key positive factor in revenue mobilisation going forward –to 

some extent perhaps even offsetting the potential impact of 

automation on labour displacement [38]. Whilst the advantages 

are overwhelming, however, it is critical, to be mindful not 

only of the potential risks of the use of AI by tax 

administrations, but also its limitations.  

 

III. THE RISKS OF USING AI IN TAX ADMINISTRATION 

There is now a growing literature on the ethics and 

regulation of AI, particularly in the context of its use by 

government agencies [39]. New technologies and innovation 

create, by nature, regulatory challenges, particularly in the 

context of traditional and reactive regulatory frameworks [40]. 

Regulating AI is particularly challenging, however, not just 

due to the speed of the changes at stake, but because of their 

pervasiveness and the unforeseeability of future AI 

applications [41]. It is unsurprising, therefore, that significant 

concerns have been raise as regards the use of AI. Some of 

these concerns apply generally to the use of AI both by private 

and government entities, others concern specifically the use of 

AI in tax administration. 

General concerns as regards AI can be broadly divided into 

three types.  First, there are  fears vis-a-vis the impact of AI on 

discrimination and inequality. Whilst AI can correct human 

biases and noise if well-designed [42], there is now strong 

evidence that many algorithms not only entrench the biases of 

its (human) designers, but augment them [43].  AI is often 

trained to identify correlations between characteristics and 

outcomes, using those correlations to predict future outcomes 

[44]. The problem is that correlation is not causation, and 

inferring causation from mere correlation can often lead to 

discrimination of specific groups, such as women or racial 

minorities [45].  In tax administration, risk assessment tools are 

particularly susceptible to these profiling problems [46], as the 

recent Dutch scandal demonstrates [47].  Over the last decade, 

over 26,000 Dutch families were wrongly accused of fraud, 

after being singled-out by AI designed to detect large-scale 

fraud; more than half had an immigrant or vulnerable 

background. The Government resigned following a 

parliamentary report on the matter, but tax authorities remained 

largely unaccountable [48].  

Second, there are also significant concerns regarding privacy 

rights, the management of big data, and the lack of legal 

remedies against AI. Some AI tools are extremely intrusive.  

They collect information from a variety of courses, including 

internet monitoring and communications monitoring, raising 

concerns over the respect for the right to privacy (Article 7 of 

the European Charter of Fundamental Rights); and based on 

that data, they predict future behaviour, arguably in violation 

of the right to be forgotten (Article 17 of the General Data 
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Protection Regulation) [49].  Lack of due process and appeal 

of decisions or predictions made by AI is considerably 

worsened by humans’ tendency to rely more on those 

decisions than on decisions made by humans, and thus a 

higher reluctance to challenge them [50]. In tax 

administration, real-time technology raises particular 

concerns in this regard.  AI monitoring all transactions in real-

time, has information on consumption habits of every 

individual in a given country, at any given time.  From this 

information much can be inferred about the private life of 

those individuals, which is problematic not only in the context 

of autocratic regimes, but also of countries were cyber 

security is less strong and can be hacked by organised crime 

groups. 

Finally, there are concerns about what is known as the 

‘digital divide’, namely the consequences of increased 

robotisation of life on vulnerable groups, such as the elderly, 

who may lack the necessary skills or means to keep up with 

technological developments.  For most – young, higher-

income, higher-educated, tech-savvy, individuals – AI can be 

a convenient alternative to bureaucracy; but for the less tech-

savvy elderly, or for those who lack the income to access 

digital services, or the language skills to understand them, the 

robotisation of life can have dehumanising effects [51].  Tax 

compliance technology is particularly susceptible to these 

risks, and there is already evidence of divides emerging in 

countries, like the US, where compliance AI has been used 

the most [52].In addition to the above – now well-documented 

– risks, it is also important   to consider the limitations of AI, 

what AI can and cannot do. This is something that, as opposed 

to the regulation and ethical consideration of AI, has received 

little or no attention in legal circles. The outstanding 

developments in AI use in the last decade has resulted in the 

subtle development of a new techno-fallacy [53], namely that 

of unconstrained success, or AI as the magic bullet. In 

taxation, this fallacy manifests itself in the growing belief that 

implementation of AI by tax administration can, on its own, 

solve the problem of tax non-compliance, and that tax 

administration can somehow compensate for the limitations 

of tax policy and legislation. Evidence of this approach is now 

widespread. In the US, the use of automated legal guidance 

by tax authorities has been designated as the “simplexity” 

approach: complex law presented as though it is simple, 

without actually engaging in simplification of the underlying 

law [54]; in African countries, the drive to combat tax fraud 

has concentrated primarily on implementation of 

administrative measures that rely to a large extent on AI, with 

limited or no law reform [55].  Yet, as the African example 

demonstrates, although AI can bring significant advantages, 

it cannot de facto compensate for a deficient tax law. 

How did this fallacy develop? Certainly, it can be partly 

explained by significant advantages of AI usage, and its 

proven track-record on compliance enhancement. Not all can 

be explained by its undeniable advantages, however – part of 

the explanation lies with the very real political dynamics of 

tax reforms. In essence, tax law reform is hard [56]. 

Approving new tax law is dependent upon lengthy legal 

procedures, often requiring qualified majorities that are 

premised on broad political consensus.  Yet, consensus is 

often difficult to achieve. Not only do tax law reforms tend to 

have high political salience [57] – voters care about the 

outcome – but every reform will have losers, who, as opposed 

to winners, are usually politically loud and easily identified 

[58].  The political economy of taxation means that, throughout 

history, many elections have been lost or won as a direct result 

of failed tax law reforms [59]. This, together with institutional 

biases, such as path dependency, will often create legal 

entrenchment – the long-term persistence of legislation that has 

been associated with ineffective and obsolete laws [60]. 

On the contrary, implementation of new tax AI does not 

usually require lengthy legislative procedures – or often, even 

new legislation, thus often bypassing the need for legal reform.  

Perhaps surprisingly, the introduction of even the most 

intrusive of AI tools, such as real-time technology, has so far 

had very limited political salience, and even more limited 

public opposition.  Very few people even know about it, let 

alone care about its risks; and, of course, it has many 

advantages.  It is therefore easy to convince yourself that, 

actually, AI will resolve all your problems, and you do not 

really need tax law reform any way [61].  Coping with 

disappointment and other is negative emotions is, after all, one 

of the most common causes of motivated reasoning [62]. 

Except, of course, you do actually need it. 

 

IV. CONCLUSION 

The robotics revolution has firmly arrived to tax 

administration.  The advantages are undeniable: if done right, 

AI can increase both the efficiency and equity of our tax 

systems; it is not, however, without risks or limitations. Whilst 

its impact on fundamental rights, ethics and regulation has been 

widely acknowledged, its effects on legal entrenchment, and 

maintenance of ineffective laws, have not so far been 

considered.  This paper identifies a new AI fallacy, namely that 

of unconstrained success, and provides a rationale for its 

development.  Whilst the particular difficulties in tax law 

reform present fertile ground for its development, it is unlikely 

that the fallacy is restricted to this area of the legal system. 

Rather, the likelihood is that it is now present, to a smaller or 

larger extent, in multiple of law – the higher the existing levels 

of legal entrenchment, the most likely it is that the 

implementation of AI will entrench the law further.  

In taxation, regardless of the difficulties in legal reform, it 

would be unwise to put all our reform eggs in the AI basket.  

Ultimately, maximising the benefits of the use of AI in tax 

administration requires recognition of the wider dynamics of 

the tax policy-administration symbiosis [63].  Although they 

can bring many advantages, compliance-enhancing measures, 

such as new AI tools, are at their most effective when adopted 

in conjunction with a situational crime prevention approach to 

legal design: a legal system that has been designed to minimise 

tax non-compliance [64].  Tempting as it is to think otherwise, 

tax law reform remains a critical element of increasing 

efficiency and fairness in our tax systems – and not even robots 

can save you. 
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